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ABSTRACT
With multi-core processors becoming popular, exploiting their computational potential becomes an urgent matter. The functionality of multiple standalone computer systems can be aggregated into a single hardware computer by virtualization, giving efficient usage of the hardware and decreased cost for power. Some principles of operating systems can be applied directly to virtual machine systems, however virtualization disrupts the basis of spinlock synchronization in the guest operating system, which results in performance degradation of concurrent workloads such as parallel programs or multi-threaded programs in virtual machines.

Eliminating this negative influence of virtualization on synchronization seems to be a non-trivial challenge, especially for concurrent workloads. In this work, we first demonstrate with parallel benchmarks that virtualization can cause long waiting times for spinlock synchronization in the guest operating system, resulting in performance degradation of parallel programs in the virtualized system. Then we propose an adaptive dynamic coscheduling approach to mitigate the performance degradation of concurrent workloads running in virtual machines, while keeping the performance of non-concurrent workloads. For this purpose, we build an adaptive scheduling framework with a series of algorithms to dynamically detect the occurrence of spinlocks with long waiting times, and determine and execute coscheduling of virtual CPUs on physical CPUs in the virtual machine monitor. We have implemented a prototype (ASMan) based on Xen and Linux. Experiments show that ASMan achieves better performance for concurrent workloads, while maintaining the performance for non-concurrent workloads. ASMan coscheduling depends directly on the dynamic behavior of virtual CPUs, unlike other approaches which depend on static properties of workloads and manual setting of rules. Therefore, ASMan achieves a better trade-off between coscheduling and non-coscheduling in the virtual machine monitor, and is an effective solution to this open issue.
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1. INTRODUCTION
Virtualization [1][2] is currently becoming popular. It allows the functionality of multiple standalone computer systems to be aggregated into a single system, to exploit the increased processing capacity of recent hardware. Examples of system virtualization include VMware [3][4], Xen [5][6], KVM [7], Hyper-V [8], VirtualBox [9], User Mode Linux [10]. Differing from the traditional system software stack, a virtual machine monitor (VMM) is introduced into the system. The VMM virtualizes the physical CPUs (PCPUs), providing virtual CPUs (VCPUs), on which the guest operating system runs.

Generally a virtual machine (VM) with multiple VCPUs is seen by the guest operating system as a symmetric multiprocessing (SMP) system, on which multi-process or multi-threaded programs run. However, the VCPUs in a virtual SMP system are not continuously online, which is different from the non-virtualized scenario. When the workload in a VM is a non-concurrent application, the VMM schedules VCPUs of the VM asynchronously. This method is beneficial as it simplifies the implementation of the CPU scheduling in the VMM, and can deliver near native performance for non-concurrent applications running in VMs. Therefore, it is widely adopted in the implementation of VMMs such as Xen. However, when the workload in a VM is a concurrent application with synchronization operations, this scheduling method may give poor performance.

To mitigate this kind of performance degradation, coscheduling (alternatively, gang scheduling [11]) is applied to the CPU scheduling in the VMM in our previous work [12] and VMware [13]. For this method, the system administrator is expected to have sufficient knowledge about workloads in each VM to manually set the VMs’ types with the help of tools provided by the VMM. The VMM can then schedule VCPUs of the same VM together. However, coscheduling also introduces additional overhead to the virtualized...
system, and may reduce the system performance if some VMs' types are incorrectly set. Furthermore, for concurrent applications, a considerable portion of program code may still run asynchronously without resulting in performance degradation. Therefore, to minimize both the negative influence of virtualization on synchronization and the additional overhead of coscheduling in the VMM, an ideal scenario is that the VMM schedules VCPUs of a VM to PCPUs asynchronously when no synchronization operation is in progress between threads or processes in the VM, and schedules them synchronously when those threads or processes have to synchronize with each other. Unfortunately, existing methods use static coscheduling so the burden of distinguishing workloads' properties is imposed on the user.

Moreover, the total number of VCPUs in a virtualized system is usually larger than the number of PCPUs, and the scheduler in the VMM maps VCPUs into PCPUs in a time-shared manner. When multiple VMs run simultaneously on top of the VMM, it is not a good practice to allow a VM with a heavy workload to appropriate the CPU resource of other VMs without any limitation. Therefore, a fair share of CPU should be guaranteed by the VMM. Proportional share fairness between VMs is used in VMMs; for example, XEN uses weight and VMware entitlement. In short, each VM should get CPU time in proportion according to the strategy. Consequently, coscheduling should also keep this kind of proportional share fairness in the virtualized system.

Spinlocks and semaphores are widely used as synchronization primitives in modern operating systems. They are used to resolve contention between threads or processes, using either busy waiting (spinning) or non-busy waiting (blocking). Synchronization operations in concurrent applications are sometimes mapped internally to spinlocks or semaphores in the operating system kernel, especially when the competition exists. Blocked threads or processes are descheduled from VCPUs, and state-of-the-art VMMs detect the idle status of a VCPU and keep proportional share fairness. Consequently, virtualization has little negative impact on synchronization using semaphores. However, virtualization disrupts the normal operating system policy that a thread or process holding spinlocks should not be preempted. As a result, spinlocks may have a long waiting time in the virtualized system (see Section 2.2 for details), and then we define them as over-threshold spinlocks (see Section 4.2 for details).

The motivation of this paper is to improve the performance of concurrent applications in virtualized systems. We argue that the impact of virtualization on spinlocks is a major cause of performance degradation in concurrent applications. To mitigate this, we use demand-driven coscheduling to bring the VCPUs of a VM online when necessary, rather than static coscheduling according to the type of VMs, adopted in our previous work [12]. This avoids excessive waiting time in spinlocks while reducing the additional overhead of coscheduling. In summary, the main contributions of this paper are as follows.

- We study the impact of virtualization on synchronization in concurrent applications with experiments. Results show that virtualization has a significant influence on the waiting time of spinlocks in the guest operating system, especially when the VCPU online rate is relatively low. They also demonstrate that frequent occurrence of over-threshold spinlocks results in severe performance degradation of a concurrent workload running in a VM.
- The concept of VCPU Related Degree (VCRD) is presented, which dynamically depicts the relatedness of VCPUs in a VM. When the VCRD of a VM is high, its VCPUs will be coscheduled to PCPUs. Otherwise, its VCPUs are scheduled asynchronously. We propose an algorithm to automatically adjust the VCRD of a running VM based on the detection of over-threshold spinlocks.
- We propose an adaptive scheduling framework for the VMM which implements dynamic coscheduling based on VCRD, while also guaranteeing fairness among VMs in the system. Our work attempts to address synchronization in virtualized systems while avoiding unnecessary overhead for coscheduling.
- A prototype has been implemented based on Xen and Linux; the modifications to Xen and the Linux kernel are highly localized and relatively small. We have evaluated the working prototype on standard benchmarks, and the results show that our approach improves the performance of concurrent applications while maintaining the performance of non-concurrent applications in the virtualized system.

The rest of this paper is organized as follows. The next section introduces the background, and Section 3 presents our scheduling framework while Section 4 proposes scheduling algorithms. Section 5 describes performance evaluation. Section 6 provides a brief overview of related work, and Section 7 concludes the paper.

2. BACKGROUND

In this section, we briefly describe system virtualization, and then present measurements to demonstrate that the negative impact of virtualization on synchronization in concurrent programs is severe.

2.1 Virtualization

System virtualization provides a complete system environment, in which many processes from multiple users with different operating systems can coexist. This kind of system virtualization was first developed during the 1960s and early 1970s, and it is the origin of the term virtual machine [2]. Today, system virtualization is becoming quite popular. Virtualization provides an additional layer (VMM) between the running operating system and the underlying hardware. The VMM manages the hardware resources and exports them to guest operating systems running on them. As a result, the VMM is in full control of allocating PCPUs to the guest operating system.

In current systems such as VMware and Xen, a VM with multiple VCPUs appears to the guest OS as a SMP system. All VCPUs behave identically and any process can execute on any VCPU. The number of VCPUs of a VM is related to the number of PCPUs in the system, and is not more than this number. Concurrent applications such as multi-threaded programs or parallel programs can run directly on a virtual SMP system. From the viewpoint of end users, a virtual SMP system is similar to a physical SMP system. To the VMM, a VCPU may be sometimes online, and
sometimes offline. A VCPU may also be migrated from one PCPU to another PCPU, as a result, it runs on a PCPU for some time slices at this moment, and runs on another PCPU at the next moment. A VCPU could also be pinned to a fixed PCPU, and consequently it will only be mapped to the fixed PCPU when it is online.

2.2 Synchronization in virtualization

![Figure 1: Parallel benchmark LU runs on a virtual SMP system with 4 VCPUs. The run time of LU is shown in (a), and the statistical information (waiting time) on spinlocks is shown in (b).](image)

In a concurrent application, synchronization libraries are usually used to implement synchronization operations between threads or processes. These libraries leverage functions of underlying synchronization primitives provided by the operating system. Synchronization primitives are used to resolve contention between threads or processes, by either busy waiting (spinning) or non-busy waiting (blocking). Specifically, they are spinlock and semaphore widely used in operating system kernels. Taking GNU OpenMP as an example, the runtime library (libgomp) is essentially a wrapper around the POSIX threads library, and synchronization APIs are implemented using atomic instructions and futex system calls. Futex is implemented by the hybrid of spinning and blocking, and then synchronization in parallel applications may involve spinlocks or semaphores in kernel, particularly when there is competition in the lock. With spinlocks, threads wait actively monitoring locks, and respond to lock handoffs very quickly, because it requires no context switching. However, polling for locks is highly resource-intensive. On the other hand, with semaphores waiting threads are blocked, then rescheduled once the required lock is available. Generally speaking, spinlocks are adopted for very short critical sections, otherwise semaphores are used.

Unlike CPUs in real SMP systems, virtual CPUs are not always online, so synchronization primitives designed for real SMP systems may negatively affect performance. To evaluate the impact of virtualization on synchronization in the guest operating system, we have run the concurrent benchmark LU from the NAS parallel benchmark suite [14] on a virtualized system (see Sections 5.1 and 5.2 for details on our experimental setup).

As depicted in Figure 1 (a), the run time (in seconds, s) of LU increases quickly as the VCPU online rate decreases. The online rate of a VCPU denotes the percentage of time of the VCPU being mapped to a PCPU (see Section 4.1 for its formal definition). We also instrument the spinlock code and the semaphore code in the Linux kernel to measure their waiting times through the high-resolution timer provided by Linux. We monitor waiting times of spinlocks and semaphores in the virtual SMP system over a 30-second period while the LU benchmark is testing. The waiting times of all semaphores are less than $2^{16}$ CPU cycles, even when the VCPU online rate is 22.2%. For spinlocks, we collect information on those spinlocks, whose waiting times are larger than $2^{10}$ CPU cycles. The statistical information on spinlocks is shown as Figure 1 (b), and the details of spinlock waiting time are shown in Figure 2.

When a concurrent workload runs on a VM, we observe that: (1) the number of spinlocks in a fixed time interval decreases along with the VCPU online rate; (2) the majority of spinlocks have waiting time less than $2^{15}$ CPU cycles; (3) the percentage of waits taking more than $2^{25}$ CPU cycles increases quickly as the VCPU online rate decreases; (4) the long waits usually occur in some neighboring spinlocks.

Therefore, virtualization has a severe performance impact on concurrent applications in the virtualized system. As experiments are performed in a fixed length of time (30 seconds) and the CPU time obtained by a VM is in proportion to its online rate, a smaller part of LU is executed in a VM with a lower online rate, and correspondingly the number of spinlocks is smaller. However, the long waiting time is introduced by virtualization into some spinlocks in the guest operating system when concurrent applications run on a vir-
tual SMP system. Moreover, the frequency of occurrence of long waits in spinlocks increases quickly when the VCPU online rate decreases. As a result, concurrent applications have a significant performance degradation in the virtualized system.

3. SCHEDULING FRAMEWORK

In this section, we will propose a scheduling framework for addressing performance degradation induced by virtualization, and introduce its implementation (ASMan).

3.1 VCRD

Virtualization disrupts the hypothesis of spinlocks in traditional operating systems. That is, a thread or process holding a spinlock is not preempted. To mitigate the negative impact of virtualization on synchronization, an effective approach is to make the VCPUs of a VM like the CPUs of a physical machine from the viewpoint of the scheduler in the operating system. Therefore, when a concurrent application runs on a VM, the VCPUs should be online at the same time. That is, VCPUs of the VM should be coscheduled. However, coscheduling may also introduce some additional overhead. As a result, intuitively the VMM coschedules VCPUs of a VM when concurrent applications run on the VM (static coscheduling), otherwise, the VMM can schedule those VCPUs asynchronously when the workloads are non-concurrent applications.

To further reduce the overhead of coscheduling, we propose a dynamic instead of static coscheduling. We adopt the concept of VCPU Related Degree (VCRD) to reflect the related degree of VCPUs in a VM. When spinlocks in a VM have long waiting times, the VCRD of the VM is set as HIGH, and all VCPUs should be online at the same time. When spinlocks in a VM behave normally as in a traditional operating system, the VCRD of the VM is set as LOW, and then the online time of each VCPU could be absolutely asynchronous.

Unpredictable and irregular process or thread behavior over short time scales leads to large variations in load. Unlike static coscheduling, the VCRD of a VM may change from HIGH to LOW or from LOW to HIGH in the execution period of a single concurrent program running on the VM. Threads or processes in a concurrent program can still run independent from each other when they are not in critical sections. As a result, VCPUs need to be coscheduled to PCPUs only at the time of synchronization in the program. In the dynamic coscheduling approach, the VCRD of a VM depends on the dynamic behaviour of VCPUs instead of the static properties of workloads.

3.2 Framework

As depicted in Figure 3, multiple VMs run simultaneously on a single physical system, and each VM is treated as a virtual SMP system with multiple VCPUs. Although the VMM is in control of allocating physical resources, it lacks knowledge of processes in the guest operating systems. We therefore introduce a Monitoring Module to bridge this semantic gap [15]. The Monitoring Module runs in the guest operating system kernel in each VM, and is responsible for detecting spinlocks with long waiting times. Based on this information, the Monitoring Module updates the VCRD of the corresponding VM and reports it to the VMM.

It is the Adaptive Scheduler in the VMM that schedules VCPUs of VMs to PCPUs. A good scheduler in the VMM needs to guarantee that VCPUs from multiple VMs can multiplex PCPUs fairly and efficiently. To mitigate the influence of virtualization on synchronization in VMs, the Adaptive Scheduler makes VCPUs of a VM be online at the same time when its VCRD is HIGH, and attempts to make VCPUs of the VM act like CPUs of a physical machine from the viewpoint of the scheduler in the guest operating system. When the VCRD of a VM is LOW, the Adaptive Scheduler just maps them to PCPUs asynchronously. In either case, the scheduler manages load balancing between PCPUs and fairness of CPU share between VMs.

3.3 Implementation

We have implemented a working prototype of the proposed scheduling framework, called ASMan (Adaptive Scheduling Manager). In this subsection, we will discuss the implementation briefly.

Xen [5] is adopted as the VMM in ASMan, and our Adaptive Scheduler is implemented based on the default scheduler in Xen, that is, the Credit Scheduler. Moreover, Linux is the guest operating system. We choose Linux and Xen because of their broad acceptance and the availability of their open-source code.

Credit Scheduler. The scheduler in the VMM should keep fairness in resource sharing among VMs. An effective
and widely adopted method is *proportional share fairness* in which the CPU usage of a VM is in proportion to the weight that has been assigned to it. The *weight* of a VM is an integer parameter associated with it, and the *weight proportion* of a VM is the value of its weight divided by the total of all VMs' weights in the system. The scheduler gives each VCPU a fraction of total system CPU time depending on its *weight proportion*. As the latest scheduler in Xen, the Credit Scheduler adopts a proportional share strategy for share fairness, featuring automatic workload balancing of VCPUs across PCPUs [16]. Before a PCPU goes idle, it will find any runnable VCPU in the run queue of the other PCPUs. This approach guarantees that no PCPU is idle when there exists a runnable VCPU in the system. However, the characteristics of dynamic workloads in VMs are not further considered in this scheduler. We argue that these factors are not negligible when the system scale becomes large.

**Monitoring Module.** To monitor spinlocks with long waiting times, the Monitoring Module is implemented in the guest operating system kernel in each VM. We insert code into the spinlock code in the kernel, in order to collect the number of spinlocks and the waiting time for each. The waiting time is measured by the high-resolution timer provided by Linux. Upon detecting a spinlock whose waiting time is longer than a certain threshold (2 CPU cycles), the Monitoring Module adjusts the VCRD from LOW to HIGH and estimates the lasting time (see Algorithm 1), based on the locality of synchronization. After updating the VCRD, the Monitoring Module sends its information to the Adaptive Scheduler by invoking the hypercall `do_vcrd_op` implemented by us. A hypercall is a software trap mechanism from a VM to the VMM provided by Xen, just as a system call from an application to the operating system kernel.

**Adaptive Scheduler.** The Adaptive Scheduler is modified from the Credit Scheduler, and *Credit* is still used in the Adaptive Scheduler. Similarly to the Credit Scheduler, the Adaptive Scheduler uses 30 ms (millisecond) time slices for the PCPU allocation. The Credits of all runnable VMs are recalculated at 30 ms intervals. They mainly depend on weights which the administrator assigns to VMs. The basic unit time of scheduling is 10 ms, and the Credit of a running VCPU is decreased every 10 ms.

Unlike the Credit Scheduler, our scheduler also uses VCRD information which is added to the data structure associated with each VM in the VMM. Also the hypercall `do_vcrd_op` is implemented in the Adaptive Scheduler, and is used to update the VCRD of a VM. The VCRD of a VM is LOW by default, and the priority of VCPUs in the run queue of a PCPU is based on the unused Credit allocated to each VCPU. When the VCRD of a VM changes from LOW to HIGH, VCPUs in the virtual SMP system will be relocated on the physical SMP system (see Algorithm 3), so that these VCPUs are in run queues of different PCPUs in the system, and will be coscheduled to those PCPUs. The Adaptive Scheduler uses inter-processor interrupts (IPI) to coschedule multiple VCPUs of a VM to PCPUs (see Algorithm 4). As a special type of interrupt, an IPI may be invoked by one processor to interrupt another processor in physical SMP systems; it is usually used to implement cache coherency synchronization.

4. **SCHEDULING STRATEGY**

This section presents a scheduling strategy based on the above scheduling framework. We begin with an overview of the strategy, followed by specifics regarding scheduling algorithms.

4.1 **Overview**

The time is subdivided into a sequence of fixed-length slots (the basic time unit for scheduling), and each PCPU is allocated to at most one VCPU within each slot. When a VM is created, its VCPUs will be inserted into run queues of PCPUs.

As depicted in Figure 4, a spinlock with a long waiting time in a VM triggers a VCRD adjusting event. The Monitoring Module running in the guest operating system kernel in the VM changes its VCRD from LOW to HIGH, and estimates the lasting time. Then the Monitoring Module sends the VCRD information to the Adaptive Scheduler with a hypercall. After the estimated lasting time, the Monitoring Module changes the VCRD of the VM from HIGH back to LOW and again notifies the scheduler.

At assignment events with a certain interval of K slots, the bootstrap PCPU (i.e., the master boot PCPU) calculates the total Credit of the system according to the number of PCPUs and the length of the interval, and then allocates Credits to VCPUs of each VM in proportion to their
weights. The number of Credit of a VCPU comprises the new allocated number and the last residual number.

At a scheduling event, a VCPU with the maximal Credit in the run queue of a PCPU will be mapped to the PCPU. If the VCRD of its VM is EHC, the PCPU sends an inter-processor interrupt (IPI) to other PCPUs, whose run queues include VCPUs of the same VM. These PCPUs will temporarily raise the priority of those VCPUs, so that all VCPUs in the VM can be coscheduled. A mutex lock is used to guarantee that only one PCPU can launch an IPI for coscheduling at each scheduling event.

Formally, a physical computer includes a group of homogeneous PCPUs, denoted by \( P = \{ P_0, P_1, ..., P_{n-1} \} \), and the number of PCPUs is \( |P| \). The VMs running on the physical computer are denoted by \( V = \{ V_0, V_1, ..., V_{V-1} \} \), and \( |V| \) denotes the number of VMs in the system. In the \( i \)th VM, \( C(V_i) = \{ v_{0i}, v_{1i}, ..., v_{C(V_i)-1i} \} \) denotes its set of VCPUs, and \( |C(V_i)| \) denotes the number of VCPUs in VM \( V_i \). The weight of a VM is an integer parameter associated with it in Xen. The weight proportion of VM \( V_i \) is denoted by \( \omega(V_i) \), which represents the proportion of CPU time consumed by the VM. \( \omega(V_i) \) can be calculated according to Equation (1), and \( \sum_i \omega(V_i) = 1 \).

\[
\omega(V_i) = \frac{\text{The weight of VM } V_i}{\sum_{k=0}^{V_i-1} \text{The weight of VM } V_k}
\]  

In addition, the Credit obtained by a VM is equally distributed among its VCPUs, and the VCPU online rate, the percentage of time of the VCPU being mapped to a PCPU, of VM \( V_i \) is calculated according to Equation (2).

\[
\text{VCPU online rate of VM } V_i = \frac{|P| \times \omega(V_i)}{|C(V_i)|}
\]

### 4.2 Locality of synchronization

Locality of reference is a fundamental principle of computing with many applications, and it is widely used to improve system performance [17][18]. The principle of locality also exists in synchronization, because a synchronization variable may be accessed in an immediate sequence by processes or threads in a concurrent application, which is also demonstrated by Figure 2 in Section 2.2. According to observations in Section 2.2, the overhead induced by virtualization exists mainly in the synchronization primitive spinlock. Therefore, when we refer to synchronization in virtualization hereafter, it is confined to spinlocks in the guest operating system.

We extend a very general model [17][19] to describe locality of synchronization in concurrent programs. We say a spinlock is over-threshold when its waiting time is larger than 2\( \delta \) CPU cycles (in this paper, \( \delta = 20 \)). As depicted in Figure 5, \( L_i \) denotes the \( i \)th locality of synchronization, and \( X_i \) denotes its lasting time, and \( Z_i \) denotes the interval of the beginning of \( L_i \) and \( L_{i+1} \). We also have \( X = \{ X_0, X_1, ..., X_n, ... \} \). Then we specify the locality of synchronization in concurrent programs as follows, that is, (i) over-threshold spinlocks frequently occur in a locality of synchronization, and never occur outside any locality of synchronization. Moreover, (ii) the lasting time \( X_i \) of \( L_i \) has some relationship to \( L_{i+1} \) because they may have some synchronization variables in common, and (iii) \( L_i \) and \( L_{i+1} \) tend to become uncorrelated if \( j \) becomes larger.

![Figure 5: The locality model for synchronization](image)

Then we can utilize the above locality model to avoid over-threshold spinlocks by coscheduling. When an over-threshold spinlock is detected in a VM, it is considered to the beginning of a locality of synchronization \( L_i \). To mitigate the overhead of synchronization induced by virtualization, VCPUs of the VM will be coscheduled to PCPUs so that VCPUs in the virtual SMP system act similarly to CPUs in a physical SMP system, and the duration of coscheduling is \( X_i \). However, actually the value of \( X_i \) is not known when an over-threshold spinlock is detected. Therefore, we will present an algorithm to estimate the lasting time in the following subsection.

### 4.3 Adjusting algorithm

An over-threshold spinlock in a VM triggers a VCRD adjusting event. At each adjusting event, we can calculate the interval between it and the last adjusting event in the VM. For estimating the duration of the next coscheduling of VCPUs in the VM, we modify a learning algorithm [20], which uses the above properties (ii) and (iii) of locality.

Firstly, consider the \( i \)th locality of synchronization \( L_i \) shown as Figure 6, which is experimentally abstracted by us from Figure 2. \( x_i \) denotes the estimated value of the lasting time of \( L_i \), and \( z_i \) is the actual interval of \( L_i \) and \( L_{i+1} \). If \( x_i > X_i \), we have \( z_i - x_i < Z_i - X_i \) as \( z_i = Z_i \), and it means that VCPUs of the VM are coscheduled longer than the necessary time length (over-coscheduling), and unnecessary overhead is introduced. On the other hand, if \( x_i < X_i \), an over-threshold spinlock will immediately occur once this round of coscheduling ends (under-coscheduling). Consequently, the overhead of synchronization induced by virtualization is still not avoided, and the value of \( z_i - x_i \) is very small, less than a threshold \( \Delta \). As a result, the ideal value of \( x_i \) is \( X_i \), which is the goal of the learning algorithm.

![Figure 6: (z_i - x_i) \times x_i](image)

Next we turn our attention to the learning algorithm. The modified learning algorithm is calibrated with four parameters, a recency parameter \( r \), a scaling parameter \( s(0) \), an experimentation parameter \( e \), and a parameter \( N \) denoting the number of possible values \( x \) of \( X \). At adjusting events, the Monitoring Module running in each VM executes the learning algorithm (Algorithm 1). At the beginning, an equal propensity \( q_s(0) = s(0)A/N \) is assigned to each of all pos-

"
sible values of $X$, and $A$ is the statistical average value of possible values of $X$. At the first two adjusting events, the Monitoring Module probabilistically selects feasible amounts $x_0$ and $x_1$ as the estimates for the following intervals. At later adjusting events, the Monitoring Module updates the corresponding parameters according to its estimation experience of the last interval, which is determined by the value of $x_i - x_{i-1}$. Once the estimated lasting time $x_{i+1}$ is determined, the Monitoring Module updates VCRD of the VM from LOW to HIGH, and notifies the Adaptive Scheduler with a hypercall. After the estimated time $x_{i+1}$ without accident, the Monitoring Module changes the VCRD of the VM from HIGH to LOW, and notifies the Adaptive Scheduler.

**Algorithm 1** VCRD adjusting algorithm for each VM

1. for VCRD adjusting event $i + 1 (i > 0)$ do
2. for each propensity $q_x$ do
3. $q_x(i + 1) ← (1 - r)q_x(i) + U(x, x_i, i, N, e)$; end for
5. A possible value $x$ is chosen, and denoted as $x_{i+1}$, where, $q_{x_{i+1}}(i + 1) = \max q_x(i + 1)$;
6. The lasting time of coscheduling is estimated as $x_{i+1}$;
7. VCRD = HIGH;
8. The new value of VCRD is sent to the Adaptive Scheduler;
9. if no over-threshold spinlock occurs in the interval $x_{i+1}$ then
10. VCRD = LOW;
11. else
12. The next adjusting event is invoked;
13. end if
14. end if
15. end for

In Algorithm 1, $U(x, x_i, i, N, e)$ is an updating function reflecting the experience gained from the properties of locality, which is shown as Algorithm 2.

**Algorithm 2** Updating algorithm for $U(x, x_i, i, N, e)$

1. for each $x \in X$ do
2. if $z_i - z_{i-1} < \Delta$ then
3. if $x > x_i$ then
4. $U(x, x_i, i, N, e) ← 1 - e$;
5. else
6. $U(x, x_i, i, N, e) ← q_x(i) \cdot \frac{e}{N - 1}$;
7. end if
8. else
9. if $x = x_i$ then
10. $U(x, x_i, i, N, e) ← \frac{z_i - x_i}{z_{i-1} - x_{i-1}} (1 - e)$;
11. else
12. $U(x, x_i, i, N, e) ← q_x(i) \cdot \frac{e}{N - 1}$;
13. end if
14. end if
15. end for

### 4.4 Assignment algorithm

At assignment events, Credit is allocated to VMs according to the weights assigned to them, and the Credit ($Cred_{init}$) obtained by a VM is equally distributed among its VCPUs. The Credit value of VCPU $v_{ij}$ is $Cred(v_{ij})$. The dissipation of Credit per slot is denoted as $Cred_{init}$, and the time length of the allocation interval is $K$ slots. In addition, the run queue of $P_i$ is denoted by $runq(P_i)$. Then the Credit assignment algorithm in ASMan is shown as Algorithm 3. When the VCRD of a VM changes into HIGH, its VCPUs have to be relocated and inserted into the run queues of different PCPUs, so that they can be coscheduled.

**Algorithm 3** Credit assignment algorithm

1: The interval of the allocation event is $K$ slots;
2: The total Credit of the system is $Cred_{total} ← |P| \times Cred_{unit} \times K$;
3: for each VM $V_i$ do
4: $Cred_{inc} ← Cred_{total} \times \omega(V_i)$;
5: for each VCPU $v_{ij}$ in $V_i$ do
6: $Cred(v_{ij}) ← Cred(v_{ij}) + Cred_{inc} \times |C(V_i)|$;
7: end for
8: if its VCRD changes from LOW to HIGH then
9: for each VCPU $v_{ij}$ in $V_i$ do
10: while $v_{ij} \in runq(P_k)$ and $v_{ij} \in runq(P_k)$ do
11: Choose a PCPU $P_k$, so that there does not exist any VCPU $v_{ij} (i = 0, ..., |C(V_i)| - 1) in the run queue of $P_k$;
12: VCPU $v_{ij}$ is inserted into $runq(P_k)$ from $runq(P_k)$;
13: end while
14: end for
15: end if
16: end for

### 4.5 Scheduling algorithm

At scheduling events, the Adaptive Scheduler chooses a VCPU for each PCPU in its run queue. The scheduling algorithm is described as Algorithm 4, and coscheduling is based on VCRD tuned adaptively by the Monitoring Module, rather than on the type of a VM set by the administrator in [12]. In addition, $VC(P)$ denotes the head VCPU in the run queue of PCPU $P$, and $vcrd(v_j)$ and $vcrd(v_i)$ both denote the VCRD of VM $V_i$.

**Algorithm 4** Scheduling algorithm

1: for each PCPU $P_k$ do
2: if $Cred(VC(P_k)) < 0$ then
3: Determine $v_{ij} \in runq(P_k)$ ($k' = 0, ..., |P| - 1, k' \neq k$), and we have $Cred(v_{ij}) = \max Cred(VC(P_{k'}))$, and $runq(P_k) \cap C(V_{ij}) = \emptyset$ if $vcrd(v_{ij}) = \text{HIGH}$;
4: VCPU $v_{ij}$ is migrated to $runq(P_k)$ and scheduled to $P_k$;
5: else if $Cred(VC(P_k)) > 0$ and $vcrd(VC(P_k)) = \text{HIGH}$ then
6: Lookup all other VCPUs in the same VM as $VC(P_k)$, and determine their PCPUs;
7: PCPU $P_k$ sends Inter-Percorsor Interrupt (IPI) to these PCPUs to coschedule all VCPUs in this VM;
8: else
9: VCPU $VC(P_k)$ is scheduled to $P_k$;
10: end if
11: end for

According to the Credit value of the VCPU at the head of the run queue of a PCPU, a scheduling decision is made, shown in Algorithm 4. If the scheduled VCPU belongs to a VM whose VCRD is HIGH, then the other VCPUs in that VM will be coscheduled to the corresponding PCPUs. If the Credit value of the VCPU at the head of the run queue of a PCPU is less than 0, it will not be scheduled in this slot, because its Credit had been used up in this period. A VCPU from the run queue of another PCPU may be migrated to the PCPU by the balancing mechanism. If no VCPU can be chosen for a PCPU in Algorithm 4, the idle VCPU from the idle VM (just as an idle task in the operating system) will be scheduled to the PCPU.
5. PERFORMANCE EVALUATION

To study performance comprehensively, we first test the performance of concurrent workloads on a single VM in the virtualized system, and compare ASMan with the default scheduler in Xen. Then we test the performance of concurrent and non-concurrent workloads running simultaneously on multiple VMs, and analyze the benefit and influence of the dynamic coscheduling on the performance of the whole system and individual applications.

5.1 Experimental methodology

We have selected benchmarks where both concurrent and non-concurrent workloads are available. This has enabled us to comprehensively study the performance of the VMM scheduler. Specifically, we used the NAS parallel benchmarks 2.3 [14][21], SPECjbb2005 and SPEC CPU2000 [22].

The NAS parallel benchmarks (OpenMP C Versions) are based on OpenMP, and are used here as concurrent workloads with multiple threads. We use SPECjbb2005, which is a Java program emulating a 3-tier system, to analyze the overall performance of ASMan. Since all of the three tiers of the modeled system are implemented in the same JVM, it will not generate I/O or network traffic.

SPEC CPU2000 provides a comparative measure of the compute intensive performance for a system. For testing the impact of coscheduling on non-concurrent workloads, the SPEC rate metric of SPEC CPU2000 is adopted [22], and we measure the throughput of a VM by running multiple copies of a benchmark simultaneously.

All experiments are executed on a Dell Precision T5400 workstation, with dual quad-core Xeon X5410 CPUs and 8GB of RAM. The virtualized system runs Xen 3.3.0, and all VMs run the Fedora Core 6 Linux distribution with the Linux 2.6.18 kernel.

5.2 Testing a single VM

In this testing scenario, a variety of benchmarks are run on VM $V_1$, which is configured with 4 VCPUs and 1024MB memory. Besides, the administrator VM $V_0$ (i.e. Domain-0 in Xen) is configured with 8 VCPUs and 1024MB memory, and its weight is fixed as 256, with no workload on it.

In both the default Xen with the Credit Scheduler and the modified Xen with ASMan, VM $V_1$ is configured to use the non work-conserving mode [23]. That is, the CPU time obtained by the VM is strictly in proportion to its weight, and it cannot receive any extra CPU time. Taking Amazon EC2 [24] for example, when a VM with 1 EC2 Compute Unit (equaling 1.0-1.2 GHz 2007 Opteron) has to be created for users on a physical server with current mainstream CPUs (such as Xeon X5680, 3.33GHz), the VCPU online rate may be about 30%. Therefore, in experiments the weight of VM $V_1$ is set to be 256, 128, 64, 32, respectively, and its VCPU online rate is 100%, 66.7%, 40%, 22.2%, respectively, according to Equations (1) and (2). The performance of benchmarks running on VM $V_1$ in the default Xen with ASMan is denoted by $\text{Credit}$, while the performance of benchmarks tested in the modified Xen with ASMan is denoted by $\text{ASMan}$.

When the NAS parallel benchmarks run in VM $V_1$, the problem size for workloads is configured as $\text{Class A}$ [21], and the other parameters are the default values. The run time of LU in VM $V_1$ with the two schedulers is shown as Figure 7, and the detailed spinlock waiting time in the modified Xen with ASMan as Figure 8. When the VCPU online rate is 100%, the concurrent workload running on a virtual SMP system gives similar performance with the two schedulers. There is an expected increase in the run time of the concurrent workload with ASMan when the VCPU online rate decreases. However, with the Credit Scheduler performance seriously deteriorates when the VCPU online rate decreases. As there are many synchronous communication operations in LU, the frequency of the VCRD of the VM being HIGH is also increasing while the VCPU online rate decreasing. However, comparing Figure 8 (a)-(d) with Figure 2 (a)-(d), it is observed that the adaptive dynamic coscheduling in ASMan avoids many over-threshold spinlocks and mitigates performance degradation introduced by virtualization to some extent.

![Figure 7: The run time of LU in VM $V_1$.](image)

![Figure 8: When LU runs in VM $V_1$, the detailed spinlock waiting time (also lasting for 30 seconds) in the modified Xen with ASMan is shown in (a)-(d) where the VCPU online rate is: (a) 100%, (b) 66.7%, (c) 40%, (d) 22.2%.](image)
Figure 9: Slowdowns of NAS parallel benchmarks in VM V₁, where the VCPU online rate is: (a) 66.7%, (b) 40%, and (c) 22.2%; the average slowdown of all benchmarks is shown in (d).

We also run other benchmarks in NAS parallel benchmarks on VM V₁ while the configuration is the same as LU, and test their run times while varying the VCPU online rate. In order to provide an intuitive comparison, we define the slowdown of a benchmark running on a VM with a VCPU online rate (< 100%) as the ratio of its run time to the run time of the same benchmark running on the same VM scheduled by the Credit Scheduler with the VCPU online rate equaling 100%. As depicted in Figure 9, ASMan outperforms the Credit Scheduler in all aspects while varying benchmarks and the VCPU online rate. To be more specific, ASMan can save up to 70% of the average slowdown of all kinds of the NAS parallel benchmarks when the VCPU online rate is 22.2%.

Moreover, we test the performance of the virtual SMP system (VM V₁) with SPECjbb2005, which can be used to measure the performance of CPUs, caches, memory hierarchy and the scalability of shared memory processors [22]. In experiments, a single JVM instance is adopted, and the number of warehouses increases gradually from 1 to 8. The throughput measurement is shown as Figure 10 (a)–(c), and the SPECjbb2005’s score of VM V₁ is shown in Figure 10 (d). The score of each case is the average value of those throughput measurements when the number of warehouses is not less than 4 (the number of VCPUs) [22], and a higher score indicates that the VM is able to handle more Java requests and thus deliver better performance. Experimental results show that ASMan can improve throughput by up to 26% for SPECjbb2005 when the VCPU online rate is relatively low.

5.3 Testing multiple VMs

We now study the performance of workloads running simultaneously on multiple VMs. In this scenario, there are 6 VMs, VM V₁, VM V₂, ..., and VM V₆, which are configured with 4 VCPUs and 1024MB memory, respectively. We run various combinations of VMs, and their weights are fixed at 256. Besides, VM V₆ is also configured as in Section 5.2 without workload on it. In experiments, VMs are configured to use the work-conserving mode [23]. That is, the shares are merely guarantees, and a VM is eligible to receive extra CPU time if other VMs are blocked or idle. Moreover, we also compare the static coscheduling method in our previous work [12] with the adaptive dynamic coscheduling in this paper. In the static coscheduling method, one has to manually set VMs’ types by the specified user interface [12]. A VM with concurrent workloads is classified as the concurrent VM, then VCPUs of the VM are coscheduled to PCPUs, and its measurement is labeled by \textit{CON}.

There are two kinds of workloads on these VMs. One is the concurrent workload, either SP or LU from the NAS parallel benchmarks. The problem size of the two parallel benchmarks is configured as \textit{Class A}, and the number of threads of each benchmark is set as 4. The other kind is the high-throughput workload, and 176gcc and 256.bzip2 in SPEC CPU2000 are chosen. The SPEC rate metric [22] is adopted to measure the performance of a VM by running 4 copies of a benchmark simultaneously in the VM. As there is no synchronization between multiple copies of a benchmark, it can be treated as a kind of high-throughput workload, through which we test the impact of coscheduling on high-throughput workloads running simultaneously with concurrent workloads.

One run of a benchmark may differ from another, so multiple benchmarks will not finish at the same time when they simultaneously start to run on corresponding VMs. Therefore, we run each benchmark repeatedly with a batch program. The number of repetitions is set large enough that all other benchmarks are still running when each benchmark finishes its 10th round. The result is the average value of the run times of its first 10 rounds for each benchmark. More-
over, for each benchmark, the coefficient of variation, the ratio of the standard deviation to the mean, of its run times is less than 10%. Then the average value could be used to compare the performance.

There are four VMs in the first combination, on which two high-throughput benchmarks (176.gcc and 256.bzip2) and two concurrent benchmarks (LU and SP) run simultaneously, and the result is shown in Figure 11 (a). The second combination also includes four VMs, and four concurrent benchmarks run simultaneously on the four VMs, and the result is illustrated in Figure 11 (b). It is observed that the coscheduling of VCPUs on PCPUs has impact on the performance of the high-throughput workloads according to Figure 11 (a), and the dynamic coscheduling is beneficial to avoid unnecessary overhead of the static coscheduling, so that the run time of 176.gcc and 256.bzip2 in ASM is less than that in CON. Figure 11 also indicates that both static and dynamic coscheduling improve the performance of concurrent workloads in VMs, either with all concurrent workloads or with mixed workloads.

To further investigate the benefits of coscheduling, we test more combinations of VMs running simultaneously in the system. As depicted in Figure 12 (a), the third combination includes six VMs, four running high-throughput benchmarks and two concurrent benchmarks. The last combination also has six VMs, but with two high-throughput benchmarks and four concurrent benchmarks running simultaneously on those VMs, as shown in Figure 12 (b). Compared with the Credit Scheduler, coscheduling can save up to 45% of the run time for SP and 70% of the run time for LU in Figure 12 (a), and save up to about 30% of the run time for SP and about 60% of the run time for LU in Figure 12 (b). Moreover, compared with the Credit Scheduler, the performance degradation of high-throughput workloads in ASM is less than 8% at worst, while it is 18% at worst in CON. It is over-coscheduling on concurrent workloads in the static coscheduling that causes more performance degradation of high-throughput workloads in CON.

5.4 Discussion

The Credit Scheduler is a non-coscheduling method, and implements proportional share fairness in Xen. When there are high-throughput workloads in VMs, it achieves good performance. However, the characteristics of concurrent applications should be considered in the virtualized system, otherwise the virtual SMP system can introduce significant overhead and cause performance degradation. This result has been validated by experiments. Compared with the Credit Scheduler, coscheduling mitigates the performance degradation of concurrent workloads while increasing the run time of high-throughput workloads to some extent. It is because a VM with a high-throughput workload is given less extra CPU time by the load balancing mechanism when coscheduling exists in the VMM. Therefore, it is a trade-off between improved performance and additional cost. However, experiments demonstrate that the performance gain
for concurrent workloads is far greater than the performance loss for high-throughput workloads.

As the dynamic coscheduling avoids additional overhead caused by over-coscheduling with the static coscheduling, high-throughput workloads obtain better performance in ASMan than that in CON, while the performance of concurrent workloads is improved significantly both in ASMan and in CON. Moreover, in ASMan coscheduling depends directly on the dynamic properties of VCPUs and is executed automatically, rather than depending on static properties of workloads and being set manually in [12]. Therefore, the dynamic coscheduling in ASMan achieves a better trade-off between coscheduling and non-coscheduling in the VMM.

It should also be noted that the Monitoring Module is used in ASMan to bridge the semantic gap [15]. As a result, the guest operating system kernel has to be modified in ASMan. It is still an open issue to monitor the VCRD of a VM from outside the VM. However, the VMM may find hints from running statuses of CPUs to determine the VCRD of a VM, which will be our future work.

6. RELATED WORK

Synchronization is an important issue in operating systems, and there are many research efforts to deal with it. In particular, to avoid memory and interconnect contention by typical implementations of busy-waiting, a scalable algorithm for spinlocks is presented in [25], which generates $O(1)$ remote references at each lock acquisition, while it is independent of the number of processors that attempt to acquire the lock. Multi-Processor Restartable Critical Sections (MP-RCS) are introduced in [26]. With MP-RCS, user-level threads precisely know on which processor they are executing, so that they can safely manipulate CPU-specific data such as malloc metadata while locks or atomic instructions are never required. If preemption or migration occurs, upcalls are used to abort and restart the interrupted critical sections.

The problem of over-threshold spinlocks in virtualization is defined as lock-holder preemption in [27]. To avoid lock-holder preemption, Volkman’s system delays the preemption of a VCPU running in kernel space. However, the solution is only suitable for workloads that do not possess cross-processor scheduling requirements. [28] proposes a system that tolerates lock-holder preemption but tries to avoid long waits, however it just performs a preliminary attempt with kernbench.

The negative influence of virtualization on synchronization in concurrent workloads is discussed in our previous work [12], and a hybrid scheduling framework is presented to deal with the performance degradation of concurrent workloads in the virtualized system. A VM is classified as a concurrent VM when concurrent workloads run on it, and its VCPUs will be coscheduled. This implements static coscheduling of VCPUs. We have compared it with ASMan through experiments, and ASMan achieves better performance. Moreover, to use the static system, one needs enough knowledge about workloads to manually determine VMs’ types.

VMware ESXi/ESX was the industry’s first x86 “bare-metal” hypervisor [4], and coscheduling is used in its products [13] which is an add-on software module. VMKernel always coschedules VCPUs of a multi-VCPU VM, although it adopts a relaxed coscheduling to allow VCPUs to be scheduled on a slightly skewed basis. However, it still implements static coscheduling, and the coscheduling strategy is fixed in the module. As an open-source product, the Credit Scheduler [16] is the current default scheduler in Xen [5], and this scheduler tries to maximize the throughput of the system by automatic workload balancing of VCPUs across PCPUs, and does not attempt to improve the performance of concurrent workloads by coscheduling.

There are some application-aware scheduling methods for the VMM. A communication-aware scheduler is proposed in [29], and the SEDF scheduler in Xen counts the number of received or sent packets by each VM and preferentially schedules I/O-intensive VMs. To improve I/O responsiveness while keeping CPU fairness, a partial boosting mechanism is adopted in [30]. If a VCPU has at least one inferred I/O-bound task and an event is pending for the VCPU, the VMM initiates partial boosting for the VCPU regardless of its priority.

In addition, there are a lot of research efforts for scheduling on multi-processor or distributed systems. Gang scheduling (coscheduling) [11] is one of the major strategies for scheduling parallel jobs. Gang scheduling [31][32][33] tries to schedule related threads or processes to run simultaneously on different processors. When any of processes in a related group is scheduled, all of them will be scheduled for execution so that they can communicate efficiently. Scheduling is an important technique to address shared resource contention, and a comprehensive analysis is given for multi-core processors in [34]. Scheduling of VCPUs on PCPUs in the VMM is actually solving the contention on PCPUs between VMs, with the goal of maximizing the performance of the whole system and individual applications.

7. CONCLUSION

Virtualization has a negative influence on synchronization in guest operating systems, and this issue is especially serious when concurrent workloads such as multi-threaded or multi-process programs run in the virtualized system.

In this work, we demonstrate that virtualization can cause long waiting times for spinning synchronization, resulting in performance degradation of concurrent workloads in the virtualized system. We propose an adaptive dynamic coscheduling method to mitigate the problem, while avoiding unnecessary overhead for coscheduling. We present an adaptive scheduling framework and implement a prototype ASMan. The required code changes are highly localized and relatively small. We then compare the performance of ASMan with existing methods in a series of experiments. Results show that ASMan mitigates the negative impact of virtualization on spinning synchronization and improves the performance of concurrent workloads in the virtualized system, while keeping the performance of non-concurrent workloads.

Virtualization software is usually deployed on multi-core systems. To further improve the performance of virtualized systems while avoiding the modification of guest operating systems, the properties of the underlying architecture such as LLC (last-level cache) and the out-of-VM VCRD monitoring will be considered in our future work.

8. ACKNOWLEDGMENTS

This work was supported partly by National Natural Science Foundation of China (No. 60970008, 90715030 and
REFERENCES


