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Abstract—Virtualization plays a vital role in building the infrastructure of clouds, and isolation is considered as one of its important features. However, we demonstrate with practical measurements that there exist two kinds of isolation problems in current virtualized systems, due to cache interference in a multi-core processor. That is, one virtual machine could degrade the performance or obtain the load information of another virtual machine, which running on a same physical machine. Then we present a time-sensitive contention management approach (TSAC) for allocating resources dynamically in the virtual machine monitor, in which virtual machines are controlled to share some physical resources (e.g., CPU or page color) in a dynamical manner, in order to enforce isolation between the virtual machines without sacrificing performance of the virtualized system. We have implemented a working prototype based on Xen, evaluated the implemented prototype with experiments, and experimental results show that TSAC could significantly improve isolation of virtualization. Specifically, compared to the default Xen, TSAC could improve the performance of the victim virtual machine by up to about 78 percent, and perform well in blocking its cache-based load information leakage.
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1 INTRODUCTION

With the development of computer and network technologies, cloud computing [1] is considered as a new infrastructure for deploying applications and can provide a variety of resources and services to users on demand. Examples of clouds include Amazon’s Elastic Compute cloud, Microsoft’s Azure Platform, IBM’s Blue cloud. In typical instances of clouds, virtualization technology [2], [3] is an important component of the infrastructure. Virtualization technology can aggregate the functionality of multiple standalone computer systems into a single hardware computer, in order to promote the usage of the hardware while decreasing power consumption. Differing from the traditional system software stack, a virtual machine monitor (VMM) is inserted between the operating system level and the hardware level in the virtualized system. Currently, typical examples of system virtualization include Xen [4], [5], VMWare [6], [7], KVM [8], Hyper-V [9], and VirtualBox [10].

When multiple VMs run simultaneously on a physical server for efficiency, they have to share the common hardware resources, in the manner of time multiplexing or space sharing. State-of-the-art VMMs such as Xen have provided a basic isolation between VMs, in the aspect of CPU and memory, discussed in Section 2. In the ideal condition, applications running in a VM should have no impact on the performance of applications running in other VMs, when they run simultaneously on a hardware server. That is, virtualization should provide a good isolation between VMs. It is not a good practice to allow a VM with a heavy workload to appropriate the resources of other VMs without any limitation.

Applications running on multi-core processors suffer from poor performance isolation [11], [12], [13]. Cache interference becomes a well-known problem and also has been well studied. There are a lot of research efforts on how to deal with cache contention between processes in operating systems. Differing from resource management in operating systems in the non-virtualization scenario, although the VMM is in control of allocating physical resources, it lacks knowledge of processes in the guest operating systems, that is the semantic gap [14]. As a result, eliminating the negative influence of cache interference on isolation between VMs seems to be a non-trivial challenge. Differing from those methods, in this paper, we focus on the virtualized multi-core system, and try to mitigate the negative influence of cache interference on isolation provided by virtualization.

We say that VM $V_a$ is cache-unfriendly to VM $V_b$ if $V_a$ could degrade performance of $V_b$, or $V_a$ could estimate the current load of $V_b$ (i.e., the load information leakage, which could be used to implement a side channel), when they running together. It is the sharing of physical resources without any effective restriction that weakens isolation between VMs. For example, state-of-the-art VMMs such as Xen dynamically map all virtual CPUs (VCPU) to all physical CPUs (PCPU). Two VCPUs from different VMs may be assigned to two cores in the same chip, or the two VCPUs may share a single core by turns. Then the shared cache becomes a carrier in the virtualized system, through which a VM with a specific application could degrade the performance or estimate the load information of the other VM (see Section 3.3 for details), although the default isolation is adopted. It indicates that current isolation methods are helpless to deal...
with the cache-unfriendly problem between VMs, actually this issue had been raised for some time [15].

Isolation is considered as one of important features provided by virtualization; however there exist problems in this kind of isolation. The motivation of this paper is to enforce isolation of virtualization, and we propose a dynamic contention management approach (TSAC) for the VMM to map VCPUs onto PCPUs and allocate memory among VMs. To the best of our knowledge, TSAC is the first to implement low-level access control in the VMM for reinforcing the basic isolation in the virtualized system. The major contributions we make in this paper are as follows.

- We demonstrated that cache contention in multi-core systems could weaken the fundamental feature of isolation provided by virtualization. Specifically, a VM could degrade performance or estimate the load of other VMs, when running together. State-of-the-art VMMs such as Xen are helpless to handle the cache-unfriendly problem between VMs.
- The concept of access control is introduced to the resource management in the VMM, and a time-sensitive access control (TSAC) framework is presented for allocating resources in the VMM, in order to avoid having two cache-unfriendly VMs share these physical resources within a certain time, rather than forbidding them to share them all the time.
- Differing from the existing static method, dynamic contention management strategies are proposed and designed for two kinds of physical resources, PCPU-set and page color, based on the TSAC framework, respectively. The former implements a coarse-grained isolation, while the latter achieving a fine-grained isolation.
- A working prototype is implemented based on the open source Xen, and the modifications to Xen are highly localized and relatively small. We have evaluated the working prototype on standard benchmarks, and it is demonstrated that TSAC could significantly improve isolation of virtualization, not only improve the performance of the victim VM by up to about 78 percent, but also perform well in blocking its cache-based load information leakage.

The rest of this paper is organized as follows. The next section provides the background of this research work. Section 3 analyzes cache-unfriendly problems in virtual machine systems. Section 4 presents TSAC in the VMM. Section 5 provides our detailed design and implementation, and Section 6 evaluates it. Section 7 provides a brief overview of related work, and Section 8 concludes the paper.

2 BACKGROUND

In this section, we introduce the basic isolation of physical resources between VMs in a virtualized system, while discussing pros and cons of these existing methods.

2.1 Basic CPU Isolation

There are four privilege levels in the ×86 processor architecture, which are numbered from zero (most privileged) to three (least privileged). Generally, operating systems on the ×86 processor architecture are running on top of the hardware in Ring-0, and applications are running in Ring-3. In a virtualized system, a VMM is inserted between the hardware and guest operating systems. Consequently, the VMM runs in Ring-0, and guest operating systems are modified to run in Ring-1 or Ring-2, which have not been used by any well-known ×86 operating system since OS/2. This provides isolation and protection to a VM from other VMs and keeps the VM from executing high-privileged Ring-0 instructions, while the guest operating system being kept safely isolated from applications running in Ring-3.

Besides isolation and protection in the aspect of instructions, VCPUs in VMs are carried out by the VMM on the underlying PCPUs. In order to achieve a near-native performance, the CPU scheduling in the VMM should avoid the waste of any processing cycle. Currently, there are two mapping methods of VCPUs on PCPUs, illustrated as Fig. 1. One method is that all PCPUs in the system are multiplexed by all VCPUs from different VMs, which is the default means in Xen. The other is that a VCPU can only be mapped to some particular PCPUs, which is provided by the interface xm vcpu-pin” in Xen.

Intuitively, relatively strong isolation exists in the second method, which is originated from IBM’s static LPAR (logical partition) in IBM System/390 [3], and now is used in IBM’s DLPAR (dynamic logical partitioning). However, the restriction of a VCPU running on particular PCPUs is statically set by the command or the configure file associated with the VM, which is not conducive to take full advantage of CPU resources. To the best of our knowledge, there is no mechanism in existing VMMs, by which the VMM could dynamically restrict particular PCPUs for a VCPU, in order to enforce isolation between VMs without sacrificing performance of the virtualized system.

2.2 Basic Memory Isolation

Now we turn our attention on memory virtualization and isolation. In a traditional system, there are typically two address spaces, that is the virtual address space and the physical address space. The operating system manages the mapping from the virtual address space to the physical address space by the Memory Management Unit (MMU).
The operating system maintains a page table for each process that maps each virtual page to a physical page. In the virtualized system, another page table is added for translating the physical address space into the machine address space, because the physical address space in the VM is an illusion to the guest operating system provided by the VMM, actually it is the pseudo-physical address space. It is this pseudo-physical-to-machine mapping that implements the virtualization of memory. The VMM must ensure that no two VMs access the same memory area. Each page or directory table update in VMs must be validated by the VMM to ensure that VMs only manipulate their own tables, in order to maintain memory isolation between VMs.

In the current system virtualization, for maximizing memory utilization, generally each VM has a maximum and current consumed physical memory allocation, and can adjust its current memory allocation up to the maximum limit configured. Memory is allocated and freed dynamically at a granularity of the page level, and the VMM cannot guarantee that a VM will receive a contiguous allocation of physical memory to use. There are also two possible ways of allocating memory to VMs in the VMM, illustrated as Fig. 2. One way is that a page in the pseudo-physical address can be mapped to any machine address except that is reserved for the VMM. This kind of memory allocation is adopted in Xen. The other way is that a page in the pseudo-physical address is restricted to a fixed machine memory region as in IBM’s LPAR, which is set by the administrator at the creation of a VM.

We have an intuitive sense that there exists potential vulnerability in the first memory allocation way, because of pages from VMs being arbitrarily mapped to the same physical memory. However, the second memory allocation way can overcome vulnerability, with the cost of sacrificing memory utilization. As far as we know, there is also no access control mechanism in existing VMMs, by which the VMM could dynamically allocate memory pages to VMs, in order to inhibit the potential isolation problems without sacrificing the performance.

3 ISOLATION ISSUES

In this section, we present measurements on a real system to demonstrate that issues on isolation are possible in the multi-core system with the VMM Xen, which motivate us to present TSAC in the following sections.

3.1 CPU Scheduling in Xen

Before presenting issues on isolation among VMs in Xen, we would like to introduce the existing performance isolation solution in Xen. The default scheduling algorithm in Xen is the Credit algorithm [16]. This algorithm is a kind of proportional share strategy, featuring automatic workload balancing of VCPUs across PCPs on a multi-core system. The scheduling algorithm can efficiently achieve global workload balancing on a symmetric multiprocessing (SMP) system.

In Xen, each VM is associated with a weight and a cap. Each VM will get CPU time in proportion to its assigned weight; for example, a VM with a weight of 256 will get twice as much CPU as a VM with a weight of 128 on a contended host. When the cap is 0, a VM can receive extra physical CPU time; this is called work-conserving mode [17]. A non-zero cap indicates non-work-conserving (NWC) mode [17], in which the CPU time obtained by a VM is strictly in proportion to its weight, and it cannot receive any extra CPU time. Therefore, the isolation in Xen is implemented by the NWC mode.

The credits of all runnable VMs are recalculated at an interval of 30 ms, mainly in proportion to weights assigned. The basic unit time (tick) of scheduling is 10 ms, and the credit of the running VCPU is decreased every 10 ms. When normal applications run on VMs, this algorithm achieves good isolation between VMs.

3.2 Isolation Issues

In a virtualized system with multi-core processors, VMs usually share memory caches in multi-core processors. As said earlier, VM $V_\alpha$ may be cache-unfriendly to VM $V_\beta$ when running together. If $V_\alpha$ could degrade performance of $V_\beta$, we call $V_\alpha$ a Performance Hog VM (PH-VM). Besides, we call $V_\delta$ a victim VM (victim-VM). With a certain memory access pattern, a PH-VM can occupy shared cache in the chip, and constantly evict useful cache content belonging to other VMs in the shared cache, preventing those VMs from using cache efficiently. The effect is that cache misses frequently occur on those VMs, and they will run with a high cache miss ratio. The similar method is also adopted by the related work [18], [19]. As a result, a PH-VM can severely degrade the performance of other VMs with which it is co-scheduled. A specific pseudo-code for the performance hog application running on a PH-VM is shown as follows, in which array $a$ is far larger than the cache size.

```
//initialize array a[N] by malloc
while(1){
    for (i = 0; i < N; i += M) {
        a[i] = i;
    }
}
```

Another kind of isolation issue is that $V_\alpha$ could estimate the current load of $V_\beta$ when running together, due to their own tables, in order to maintain memory isolation between VMs.
to the sharing of caches between VMs. Then, in this case we denote \( V_a \) as Eavesdropper VM (ED-VM). The ED-VM can measure cache activity on its physical machine, so it can estimate the current load of the machine and infer load information of other co-scheduled VMs. This kind of isolation issue can be used to implement a keystroke activity side channel between VMs [15]. Specifically, cache activity can be measured by the Prime + Trigger + Probe technique [20], [15], and the time (CPU cycles) of step Probe is the load sample.

3.3 Measurement

We run a PH-VM or ED-VM simultaneously with a victim-VM to measure its influence, and analyze whether the existing mechanism in Xen can inhibit the negative impact on isolation. All experiments were executed on a Dell Precision workstation, with dual quad-core Xeon X5410 CPUs and 8 GB of RAM. The virtualized system ran Xen 3.4.2, and all VMs ran the Fedora Core 6 Linux distribution with the Linux 2.6.18 kernel.

The victim-VM is configured with 4 VCPUs and 1,024 MB memory. The workload in the victim-VM is SPEC CPU2000 [21], and four copies of benchmarks run on it simultaneously using the rate metric in SPEC CPU2000. The SPEC rate metric measures the throughput of a VM by carrying out a number of similar tasks, and a higher rate indicates that the VM takes less time to run the tasks and thus delivers better performance. A PH-VM is also configured with 4 VCPUs and 1,024 MB memory, and four copies of the performance hog application (the pseudo-code shown in Section 3.2) run on it, and its weight is fixed as 256.

To measure the negative impact of a PH-VM on isolation, we first measure the throughput of a victim-VM when it runs alone in the system, and then we run a victim-VM and a PH-VM simultaneously in NWC mode. We also run a victim-VM and a normal VM simultaneously in the NWC mode, where the normal VM is configured the same as the victim-VM, except for its weight being fixed as 256. The workload in the normal VM (denoted as norm-VM) is also SPEC CPU2000 with 4 copies. The result is shown as Fig. 3.

In Fig. 3, we observe that: (1) the rate of the victim-VM running alone in the system increases along with its weight, which indicates that a VM gets CPU time in proportion to its weight; (2) comparing the rate of only victim-VM with victim-VM + norm-VM, the normal VM has little impact on the performance of the victim-VM when they are co-scheduled in a physical system; (3) the performance of the victim-VM is degraded significantly when it runs simultaneously with the PH-VM, even if the total of running VCPUs equals the number of PCPUs, and the two VMs run in the NWC mode, which is the most stringent isolation mechanism provided by Xen; (4) the greatest performance degradation of the victim-VM induced by the PH-VM is observed when its weight is 256.

Now we consider the load information leakage induced by a PH-VM through sharing cache between two VMs. In the measurement, a PH-VM is configured with one VCPU and 1,024 MB memory, and runs simultaneously with a victim-VM in the NWC mode. First, with no workload on the victim-VM, we measure the time of the Probe step [20] in the ED-VM, which takes samples to spy on the load information of the victim-VM. In this case, the 100 continuous samples (denoted as NonWorkload) are shown as the dotted line curve in Fig. 4. Second, the ED-VM runs simultaneously with the victim-VM, and the workload in the victim-VM is SPEC CPU2000 (i.e., 176.gcc or 256.bzip2) with four copies. We also measure the time of the Probe step, and the 100 continuous samples tested on the ED-VM are shown as the solid line curve in Fig. 4.

According to the results depicted in Fig. 4, we observe that: (1) in the NonWorkload load, the majority of samples are less than \( 2.5 \times 10^5 \) cycles with a steep rise in an interval; (2) the values of samples are larger than \( 2.5 \times 10^5 \) cycles when the workload is SPEC CPU2000, which is due to contending for the shared cache between the ED-VM and the victim-VM; (3) according to the characteristics of samples in the two cases, the ED-VM can easily detect the load information of the VM running simultaneously with it on the same physical machine, even though the NWC mode is adopted. Moreover, the steep rise in the value of samples is caused by migration of the ED-VM’s VCPU on PCPUs, and its frequent occurrence is because the VCPU will run on different PCPUs for load balancing according to the scheduling manner in Xen.

In summary, the above two measurements on the physical machine show that the basic isolation mechanisms in Xen cannot handle the cache-unfriendly problem between VMs.
This section presents an isolation framework and two strategies for VMs in the virtualized system; specifics regarding their implementation are detailed in the following section.

4.1 Design Issues

Current virtualization technology such as Xen provides basic isolation between VMs in a physical machine. However, the shared cache becomes a carrier for the cache-unfriendly operations between VMs in a virtualized multicore system, and we have demonstrated that they are not inhibited in the current VMM. The reason is that caches in the physical CPU are shared by VCPUs from different VMs, with little limitation for isolation. To enforce isolation, we may resort to avoiding the sharing of caches between two VMs if one is cache-unfriendly to the other.

At present, the overhead of virtualization is relatively small. However, additional cost may be unavoidably introduced when a reinforced isolation mechanism is adopted in the virtualized system. Therefore, isolation between VMs should be enforced without sacrificing performance of the virtualized system, and the goal of our work is to design an isolation framework that satisfies both isolation and performance requirements.

To enforce isolation while maintaining performance, differing from the existing methods, a dynamic isolation mechanism will be adopted in this paper. For example, when one VCPU has a potential cache-unfriendly operation on another, a static isolation mechanism, such as the method in the default Xen, fixes each to a different PCPU. Instead, we forbid them to use the same PCPU within a certain time interval. As there are usually a variety of VMs in a virtualized system, it is a large challenge for a VMM with a dynamic contention management mechanism to achieve the goals of isolation, performance and fairness among VMs.

4.2 Isolation Framework

In the Chinese wall access control policy [22], access to data is constrained by what data the subject already holds access rights to instead of by attributes of the data in question. All objects concerning the same corporation are grouped into a data set, and data sets belonging to corporations in competition are grouped into a conflict of interest class. A subject is allowed to access at most one data set belonging to each such conflict of interest class. It is a simple but effective access control mechanism, which is helpful to maintain the performance, while being also helpful for modification in response to specific requirements. So we design the isolation framework based on it.

In a virtualized system, to enforce isolation between VMs, a physical resource (such as a PCPU) can be allowed to run virtual components (such as VCPUs) from only one of a set of VMs, in which one has negative impact on another. Therefore, we define VMs running various workloads as objects, and group those VMs which may be cache-unfriendly to the others into a conflict of interest class, and hardware resources (such as PCPUs, memory pages, and I/O adapters) are treated as subjects.

Then we extend the Chinese wall policy to resource allocation in the VMM, and present an approach Time-Sensitive Access Control. We consider two kinds of physical resources, PCPUs and memory pages, which may be implicated in cache-unfriendly operations between VMs. First, we define a conflict VM group (CVG) as counterpart to a conflict of interest class; how to classify VMs to different CVGs can be determined according to research efforts [23]. Second, the contention management strategy is that a physical resource can work for at most one VM in each CVG within a certain time, with which the assignment of hardware resources to VMs must be made to comply. It should be noted that a shared physical resource will work for at most one VM in each CVG within a period of time, rather than all the time as in the original Chinese Wall policy. Then the isolation framework for virtual machine systems is shown as Fig. 5.

The procedure of subjects accessing objects is represented by the assignment of PCPUs or memory pages to VMs, and it is the VMM that carries out the mandatory strategy in TSAC. Based on the above isolation framework, two VMs in the same CVG are not allowed to access the
same cache line in physical chips within a certain period, so cache-unfriendly operations between VMs are inhibited. To achieve this goal, we will turn our attention to the specific description of CPU and memory in following sections.

### 4.3 Enforced CPU Isolation

In a multi-core system, usually the last level cache (LLC, L2 or L3 cache) is shared by multiple cores in the same processor chip. To implement severe cache isolation, besides a cache-unfriendly operation being mainly related to LLC, it is then necessary to prevent two VMs in the same CVG from sharing any cache line in physical chips within a certain period, so cache-unfriendly operations between VMs are inhibited. To implement severe cache isolation, besides a cache-unfriendly operation being mainly related to LLC, it is then necessary to prevent two VMs in the same CVG from sharing any cache line in physical chips within a certain period, so cache-unfriendly operations between VMs are inhibited. To achieve this goal, we will turn our attention to the specific description of CPU and memory in following sections.

In a multi-core system, usually the last level cache (LLC, L2 or L3 cache) is shared by multiple cores in the same processor chip. To implement severe cache isolation, besides a cache-unfriendly operation being mainly related to LLC, it is then necessary to prevent two VMs in the same CVG from sharing any cache line in physical chips within a certain period, so cache-unfriendly operations between VMs are inhibited. To achieve this goal, we will turn our attention to the specific description of CPU and memory in following sections.

#### 4.3.1 Fine-Grained Isolation on CPU

To achieve fine-grained isolation between VMs, we will refer to the memory isolation in the presented isolation framework. As the proposed memory isolation is based on memory page coloring, first we briefly discuss the main features of page coloring technology.

In the memory cache of a modern processor, every page in the physical memory has a fixed mapping to a contiguous group of cache lines. Page coloring is a software technique [24], [25], [26] in traditional operating systems, by which memory pages being mapped to the same cache blocks are assigned the same color. Page coloring can also be applied to virtual machine systems, which is illustrated as Fig. 6. The VMM can control the color of pages assigned to a VM in the virtualized system, and cache blocks manipulated by the VMM are at a granularity of the page size times the cache associativity, which is the unit of cache space that can be allocated to a VM. When two VMs in the same CVG have run on the same PCPU-set, to prevent one VM from degrading isolation through shared cache lines in LLC, the VMM can assign different page colors to them, then the two VMs will never share any cache line in LLC. As the cache-unfriendly operation is mainly related to LLC, it is then eliminated.

Therefore, we refine the definition of the subject from the aspect of physical memory resources, and define page colors instead of memory pages as subjects in TSAC. The physical memory \( MP \) includes a group of page colors, denoted by \( MP = \{ MP_1, MP_2, \ldots, MP_{|MP|} \} \), where the number of page colors is \( |MP| \). \( MP_i \) denotes the set of memory pages in page color \( i \), and \( MP_i = \{ p_{i1}, p_{i2}, \ldots, p_{i|MP_i|} \} \), where \( |MP_i| \) denotes the number of pages in page color \( i \), and \( p_{ij} \) denotes a memory page in this page color. The assignment of memory pages to VMs is performed by the memory manager module in the VMM. According to TSAC-c, the memory manager can assign memory page \( p_{ij} \) in page color \( i \) to VM \( V_{mn} \), if and only if a memory page in page color \( i \) has been assigned to any VM in the last \( \delta_m \) ticks, or no memory page in page color \( i \) has been assigned to any VM in CVG \( x_k \) in the last \( \delta_m \) ticks, where \( V_m \in x_k \) and \( \delta_m \) is a time threshold.

#### 4.3.2 Fine-Grained Isolation on Memory

To achieve fine-grained isolation between VMs, we will turn our attention to the specific description of CPU and memory in following sections.

#### 4.3.2.1 Page Coloring

The assignment of PCPUs to VCPUs is performed by the scheduler module in the VMM. According to TSAC-c, the scheduler can assign PCPU \( c_{ij} \) to VCPU \( v_{mn} \), if and only if a PCPU in PCPU-set \( Ps_i \) has been assigned to run a VCPU from VM \( V_{in} \) in the last \( \delta_i \) ticks, or no PCPU in PCPU-set \( Ps_i \) has been assigned to run any VCPU from any VMs in CVG \( x_k \) in the last \( \delta_i \) ticks, where \( V_m \in x_k \) and \( \delta_i \) is a time threshold.

### 4.4 Enforced Memory Isolation

To achieve fine-grained isolation between VMs, we will refer to the memory isolation in the presented isolation framework. As the proposed memory isolation is based on memory page coloring, first we briefly discuss the main features of page coloring technology.

In the memory cache of a modern processor, every page in the physical memory has a fixed mapping to a contiguous group of cache lines. Page coloring is a software technique [24], [25], [26] in traditional operating systems, by which memory pages being mapped to the same cache blocks are assigned the same color. Page coloring can also be applied to virtual machine systems, which is illustrated as Fig. 6. The VMM can control the color of pages assigned to a VM in the virtualized system, and cache blocks manipulated by the VMM are at a granularity of the page size times the cache associativity, which is the unit of cache space that can be allocated to a VM. When two VMs in the same CVG have run on the same PCPU-set, to prevent one VM from degrading isolation through shared cache lines in LLC, the VMM can assign different page colors to them, then the two VMs will never share any cache line in LLC. As the cache-unfriendly operation is mainly related to LLC, it is then eliminated.

Therefore, we refine the definition of the subject from the aspect of physical memory resources, and define page colors instead of memory pages as subjects in TSAC. The physical memory \( MP \) includes a group of page colors, denoted by \( MP = \{ MP_1, MP_2, \ldots, MP_{|MP|} \} \), where the number of page colors is \( |MP| \). \( MP_i \) denotes the set of memory pages in page color \( i \), and \( MP_i = \{ p_{i1}, p_{i2}, \ldots, p_{i|MP_i|} \} \), where \( |MP_i| \) denotes the number of pages in page color \( i \), and \( p_{ij} \) denotes a memory page in this page color. The assignment of memory pages to VMs is performed by the memory manager module in the VMM. According to TSAC-c, the memory manager can assign memory page \( p_{ij} \) in page color \( i \) to VM \( V_{mn} \), if and only if a memory page in page color \( i \) has been assigned to any VM in CVG \( x_k \) in the last \( \delta_m \) ticks, or no memory page in page color \( i \) has been assigned to any VM in CVG \( x_k \) in the last \( \delta_m \) ticks, where \( V_m \in x_k \) and \( \delta_m \) is a time threshold.

Formally, the

<table>
<thead>
<tr>
<th>TABLE 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strategy TSAC-c for Assigning PCPUs to VCPUs</td>
</tr>
<tr>
<td>--------------------------</td>
</tr>
<tr>
<td>( c_{ij} \rightarrow v_{mn} ), if and only if, in the last ( \delta_i ) ticks:</td>
</tr>
<tr>
<td>1) ( \exists c'<em>{ij} \in Ps_i, \exists v</em>{mn} \in C(V_m) : c'<em>{ij} \rightarrow v</em>{mn} );</td>
</tr>
<tr>
<td>or 2) ( \forall c'<em>{ij} \in Ps_i, \forall v</em>{mn} \in x_k, \forall v_{mn}' \in C(V_m) : c'<em>{ij} \rightarrow v</em>{mn}' ),</td>
</tr>
<tr>
<td>where ( V_m \in x_k ).</td>
</tr>
</tbody>
</table>

#### 4.3.2.2 Page Coloring in Virtualized System

![Fig. 6. An illustration of page coloring in the virtualized system.](image)
TABLE 2
Strategy TSAC-m for Assigning Memory Pages to VMs

\[ p_{ij} \rightarrow V_m, \text{if and only if, in the last } \delta_m \text{ ticks:} \]
1) \( \exists p_{ij} \in Mp_i; p_{ij} \rightarrow V_m; \)
2) \( \forall p_{ij} \in Mp_i, \forall V_{mn} \in x_k; p_{ij} \nrightarrow V_{mn}, \text{where } V_m \in x_k. \)

contention management strategy for memory resources is specified as Table 2 (i.e., TSAC-m), which should be satisfied in the assignment of memory pages to VMs by the memory manager in the VMM.

According to TSAC-m, two VMs in the same CVG will never share any cache line in LLC with each other within a specified period, consequently cache-unfriendly operations between the two VMs are inhibited. We also recognize that the cache size actually utilized by VCPUs in a VM will be shrunk because memory pages in the VM are fixed to a part of the cache by the page coloring technology. However, the VMM can control the cache usage of a VM by page coloring, which is beneficial to reinforce isolation.

5 DETAILED DESIGN AND IMPLEMENTATION
We have implemented a working prototype of TSAC, which is based on open-source Xen-3.4.2.

5.1 Isolation Design
To implement the contention management strategies, the access records of subjects (i.e., PCPU-set or page color) should be kept by the VMM. We adopt a 16-bit record for each subject, which is divided into four groups of 4 bits, denoted by a hexadecimal string \( \langle \text{b0/b1/b2/b3} \rangle \). There are 4 CVGs, and consequently each CVG may include a maximum of 16 VMs, which are indexed by the 4 bits. \( g_i \) denotes the \( i \)-th CVG, and \( g_i = 0 \) for a subject indicates that the subject has never accessed any object in the \( i \)-th CVG, therefore each CVG can actually include at most 15 VMs.

We define a 7-bit label for an object (i.e., VM), where the highest bit indicates whether the VM belongs to a CVG (0 is true), the next 2 bits specify the CVG, and the lowest 4 bits specify its ID in the CVG. For example, if a VM’s label is 0 × 3a, it indicates that the VM belongs to the third CVG, and its ID is 10 in this CVG. A VM can belong to at most 4 CVGs, and correspondingly it has four labels.

The procedure for assigning PCPUs or memory pages to a VM is also an accessing procedure of subjects to an object, and the accessing procedure is validated by the scheduler or memory manager module according to TSAC. Specifically, the scheduler or memory manager module checks whether the object’s labels and the subject’s access record satisfy the contention management strategies in TSAC. For example, a subject (a PCPU-set or page color) with access record being 0 × 2006 cannot be allocated to a VM labeled as 0 × 39, because the subject had been used with another VM, whose ID is 6 in the third CVG, and therefore cannot be used with any other VM in the same CVG. This is shown as Fig. 7.

5.2 TSAC-c Implementation
In the default Xen, the system administrator can use the configuration file of a VM or the command \( \text{xm vcpu-} \)

pin to set or change the PCPU affinity of VCPUs in the VM. Then we can control the PCPU affinity of VCPUs to avoid having two VCPUs from the two VMs in a CVG share the same PCPU-set, in order to achieve the goal of enforcing isolation from the aspect of CPU virtualization. However, the PCPU affinity is fixed once it is set, which usually degrades the system performance. Taking two VMs with four VCPUs in the same CVG for example, when they are simultaneously running on a machine with four PCPUs and their weights are equal, each VM has to run on two different PCPUs, which will result in performance degradation for multi-threaded workloads on the VMs [27].

To inhibit cache-unfriendly operations induced by sharing caches, two VCPUs from the two VMs in a CVG are prohibited from running on the same PCPU-set at the same time or in turn. But they can still run on the PCPU-set in a certain interval while guaranteeing isolation, because a VCPU is frequently mapped to different PCPUs for load balancing, and it has little influence on the other through shared caches after a certain interval.

Therefore, we implement a flexible VCPU scheduling procedure illustrated as Algorithm 1 according to TSAC-c. In Algorithm 1, \( \text{count}[V_m] \) is a counter for VM \( V_m \); it equals \( \delta_p \) when VCPU \( v_{mn} \) runs on PCPU-set \( Ps_{si} \), and it will decrease one every tick if no VCPU from VM \( V_m \) runs on PCPU-set \( Ps_{si} \). At each tick, the scheduler modifies the access record of PCPU-set \( Ps_i \) according to \( \text{count} \), and also modifies the access record when a VCPU is selected to run.

Algorithm 1 VCPU scheduling for PCPU-set \( Ps_i \)

1: while each tick do
2: \hspace{1em} for each VM \( V_m \) do
3: \hspace{2em} for each VCPU \( v_{mn} \) in VM \( V_m \) do
4: \hspace{3em} if \( v_{mn} \) is a running VCPU in \( Ps_i \), then
5: \hspace{4em} \( \text{count}[V_m] \leftarrow \text{count}[V_m] - 1; \)
6: \hspace{4em} end if
7: \hspace{2em} \text{end for}
8: \hspace{1em} \( \text{count}[V_m] \leftarrow \text{count}[V_m] - 1; \)
9: \hspace{1em} if \( \text{count}[V_m] = 0 \) then
10: \hspace{2em} clear the bit in the access record of \( Ps_i \) corresponding to the label information of \( V_m; \)
11: \hspace{2em} end if
12: \hspace{1em} end for
13: \hspace{1em} select VCPUs from run queues of PCPUs in \( Ps_i \), according to TSAC-c;
14: \hspace{1em} if VMs including the selected VCPUs are not in the access record of \( Ps_i \), then
15: \hspace{2em} add the label information of those VMs into the access record of \( Ps_i; \)
16: \hspace{2em} end if
17: \hspace{1em} schedule selected VCPUs to corresponding PCPUs in \( Ps_i; \)
18: \hspace{1em} end while
5.3 TSAC-m Implementation

To implement memory isolation with TSAC-m in Xen, we modify alloc_domheap_pages function in the memory manager module, which actually invokes alloc_heap_pages function. In Xen, the binary buddy memory allocation technique is used; this allocates a group of physically contiguous pages whose sizes are powers of two. To support this, Xen maintains lists of groups of contiguous free pages of size 1 to 2^20 pages (level 0 to level 20), free_page_list. When a VM is created, its memory size mem_size is obtained from its configuration file, and pages in free_page_list are allocated by alloc_heap_pages to the VM repeatedly at the granularity of the page level, until the total is achieved. To allocate a page in the specific page colors, we implement a new function called pgcolor_get_page, which is invoked by alloc_heap_pages to find and allocate a page in the specific page colors to a VM. The pseudo-code of page allocating is shown as Algorithm 2.

In Algorithm 2, VMp_index denotes the set of page colors allocated to VM V_m, which is determined by TSAC-m according to access records of page colors and the VM’s label information. VMp denotes the set of pages, which can be allocated to VM V_m. Moreover, δ_m in TSAC-m is set to be a runtime of the VM. That is to say, the set of page colors assigned to a VM is fixed until it is shut down. page_num denotes the number of pages allocated to VM V_m, which could be calculated through mem_size and the size of a page. M_p^i denotes the set of free pages in page color i. In addition, in Algorithm 2, when other pages in page_set are inserted into free_page_list, the binary buddy allocation technique will also be adopted, to avoid excessive external fragmentation in the physical memory.

6 Evaluation

In this section, we give a comprehensive evaluation and analysis on the prototype system of TSAC. All experiments were executed on a Dell workstation with dual quad-core Xeon X5410 CPUs and 8 GB of RAM. There are three kinds of VMs, victim-VM, PH-VM, and ED-VM, and the configuration details of PH-VM and ED-VM are in Section 3.3. All VMs’ weights are 256, and they run in the NWC mode. In these Xeon CPUs, every two cores share an L2 cache, therefore there are two PCPU-sets in a processor according to TSAC-c. Consequently, there are 4 PCPU-sets, [0, 1, 2, 3], in the system with dual processors. In these processors, the capacity of an L2 cache shared by two cores is 6 MB, and the cache associativity is 24, therefore there are at most 64 page colors in the system. Besides, we denote online ratio as the percentage of time of a VCPU being mapped to a PCPU. In experiments, the number of VCPUs in all VMs equals 4, so that online ratio = \frac{|P_c| \times 2}{|V| \times 3} = \frac{8}{|V| \times 3}, where |P_c| and |V| are defined in Section 4.3.

6.1 Evaluation with PH-VM

We have demonstrated that the negative impact of cache-unfriendly operations on performance is possible in a virtualized system with multi-core processors in Section 3. In this section, we will examine the enhanced isolation of performance by TSAC in undercommitted systems and overcommitted systems.

Algorithm 2 Page allocating for VM V_m

1: VMp_index = \emptyset;
2: VMp = \emptyset;
3: while \((|VMp| < page_num)\) do
4: Select page color i from MP according to TSAC-m;
5: VMp \leftarrow VMp \cup MP^i;
6: VMp_index \leftarrow VMp_index \cup \{i\};
7: end while
8: j \leftarrow 0;
9: while \((j < page_num)\) do
10: for each level in free_page_list do
11: for each page_set of \(2^{|\text{num}'}\) contiguous pages do
12: if a page’s color in page_set belongs to VMp_index then
13: delete page_set from free_page_list;
14: allocate the page for \(V_m\);
15: insert other pages in page_set into free_page_list;
16: end if
17: end for
18: end for
19: j \leftarrow j + 1;
20: end while

6.1.1 Undercommitted System

When the total of running VCPUs is not more than the number of PCPUs, we call this virtualized system a undercommitted system. In this scenario, (1) a victim-VM runs simultaneously with a PH-VM in the default Xen, and we test its performance (denoted as Xen); (2) we test the performance of a victim-VM (denoted as TSAC-c when TSAC-c is adopted or TSAC-m when TSAC-m is adopted), when it runs simultaneously with a PH-VM in the prototype system of TSAC. When the victim-VM and the PH-VM are running simultaneously in the prototype system, they belong to the same CVG. Besides, (3) we test the performance of a victim-VM (denoted as vcpu-pin, when its VCPUs are mapped to two PCPU-sets through vcpu-pin in Xen, while a PH-VM running on the remaining two PCCPU-sets in the system.

First, we test the performance of a victim-VM with SPEC CPU2000 [21]. The SPEC rate metric is adopted, and the configuration details are in Section 3.3. Fig. 8 shows that not only TSAC-c but also TSAC-m can mitigate the performance degradation for the majority of benchmarks running on the victim-VM. To be more specific, the rate is improved by up to about 78 percent for 181.mcf, and about 15 percent on average, compared to Xen. The reason is that the potential cache-based performance influence can be mitigated by either enhanced CPU isolation or enhanced memory isolation. Fig. 8 also shows that vcpu-pin performs well as TSAC, as VCPUs from two unfriendly VMs are mapped to different PCPU-sets, and will never share any cache line in LLC.

Second, the NAS parallel benchmarks [28] run on a victim-VM, and we test their runtimes when the victim-VM and a PH-VM run simultaneously as the above two cases. In order to provide an intuitive comparison, we define the runtime ratio of a benchmark in TSAC-c or TSAC-m, as a ratio of its runtime to the runtime of the same benchmark in Xen. As depicted in Fig. 9, both TSAC-c and TSAC-m could
reduce the runtime of CG by up to about 50 percent, and reduce the runtime of all NAS parallel benchmarks by about 18 percent on average, compared to the default Xen.

Besides, we recognize that an additional overhead is introduced by TSAC-m due to the non-contiguous memory allocation procedure. Algorithm 2 has to perform many times dependent on the memory capacity allocated to a specific VM, which may result in a longer startup time of the VM compared to the default Xen. However, this effect is limited to its startup procedure.

6.1.2 Overcommitted System

To further analyze isolation, we run multiple VMs simultaneously as an overcommitted system [29] (i.e., the system is configured to run more VCPUs than the number of PCPUs). First, we run two victim-VMs and a PH-VM, and the workload in each victim-VM is SPEC CPU2000. When the three VMs run in: (1) the default Xen, we test the performance of the two victim-VMs (Xen); (2) the TSAC prototype, we also test the performance of the two victim-VMs (TSAC-c or TSAC-m). When the three VMs are running simultaneously in the prototype system, there are two CVGs, and each victim-VM and the PH-VM belong to a CVG. In addition, (3) with \texttt{vcpu-pin} in Xen, two victim-VMs are pinned to PCPU-sets [0,1] and PCPU-sets [2,3] respectively, and the PH-VM is pinned to PCPU-sets [1,2], and we also test the performance of victim-VMs (vcpu-pin). As the performance of the two victim-VMs is very similar, one of results is shown as Fig. 10.

Fig. 10 shows that TSAC can improve the performance of the victim-VM when it runs in an overcommitted system. The rate of the victim-VM is increased by about 11 percent by TSAC-c and 13 percent by TSAC-m on average, and by up to 45 percent by TSAC-c and 56 percent by TSAC-m for 181.mcf. This is because the number of running VCPUs is larger than the number of PCPUs in the system, and a VM may be blocked for a while due to lack of available PCPUs according to TSAC-c. Therefore, TSAC-m outperforms TSAC-c to some degree in an overcommitted system. Besides, the experiments show that TSAC outperforms vcpu-pin, as the static pinning method cannot guarantee ideal isolation as well as fairness at the same time in an overcommitted system, while the dynamic contention management method in TSAC can still work well.

To further investigate the scalability of TSAC, we run four victim-VMs and a PH-VM simultaneously, and each victim-VM and the PH-VM belong to a CVG. The workloads on each victim-VM are the NAS parallel benchmarks. We also test the performance of the four victim-VMs in Xen, TSAC-c, and TSAC-m, and the runtime ratio of benchmarks is also adopted. These victim-VMs still have similar performance, and Fig. 11 shows one of results. For each victim-VM, its runtime could be reduced by about 14 percent by TSAC-m and 10 percent by TSAC-c on average, and by up to 28 percent by TSAC-m and 20 percent by TSAC-c for CG.

As there is no number limitation of VMs in TSAC, it can be adopted when a variety of VMs run simultaneously in the system.

6.2 Evaluation with ED-VM

As demonstrated in Section 3, the load information leakage is also possible in a virtualized system with multi-core processors. In this section, we first analytically examine the enhanced isolation provided by TSAC. Then, we present experiments with the implemented prototype.

6.2.1 Analysis

As mentioned earlier, avoiding having two VMs share caches in a processor is the most thorough way to prevent cache-unfriendly operations. However, the performance of the virtualized system is also an important issue as well as
Therefore, we present TSAC for reinforcing the isolation without sacrificing the performance. TSAC-c is used to enforce CPU isolation in the virtualized multi-core system. According to TSAC-c, two VCPUs from two VMs in a CVG will not be scheduled to run on the same PCPU-set within a period of time. A VCPU usually runs on difference PCPUs for load balancing according to the scheduling manner in Xen, which is illustrated as the steep rise in the value of samples in Fig. 4. Therefore, as long as the interval is an appropriate length, the residual content of the former VCPU will be evicted by other VMs, and then the cache activity information detected by the later VCPU will belong to VCPUs in other VMs, rather than the former. Consequently, the load information of the former VM will not be leaked to the later VM. This guards against the load information leakage in the virtualized system.

Different from TSAC-c, TSAC-m is used to enforce memory isolation in the virtualized system with multi-core processors. With the page coloring technique, two VMs in a CVG use different groups of cache lines, although VCPUs from the two VMs run on the same PCPU-set. Therefore, for the ED-VM, it is impossible to detect the load information of the victim-VM through its own cache activity if they belong to the same CVG.

In summary, to avoid having two VMs in the same CVG share processor caches, TSAC-c guarantees that two VCPUs from the two VMs will not be scheduled to the same PCPU-set at the same time or in turn, and implements a coarse-grained enforced isolation, while TSAC-m guarantees that the two VMs will never share the same cache lines even if they run on the same processor, and implements a fine-grained enforced isolation.

6.2.2 Experiments
To further validate the enhanced isolation of TSAC, we empirically evaluated its effectiveness against cross-VM information leakage illustrated in Section 3. Specifically, an ED-VM and a victim-VM run simultaneously in the NWC mode in the virtualized system, and they belong to the same CVG. The 100 continuous samples are also tested on the ED-VM. There are two cases, one for no workload on the victim-VM, and the other for four copies of the SPEC CPU2000 benchmarks (i.e., 176.gcc or 256.bzip2) on the victim-VM. All tests are performed in the TSAC prototype.

When TSAC-c is adopted to enhance CPU isolation in the VMM, the result is shown as Figs. 12a and 12b. The graphs show that the majority of samples in the two cases have similar values with a steep rise in an interval. Compared to Fig. 4 in Section 3.3, the majority of samples here are not significantly different, which indicates that it is hard for the ED-VM to detect the load information of a VM in the same CVG.

When TSAC-m is adopted to enhance memory isolation in the VMM, the result is depicted as Figs. 12c and 12d. It shows that the characteristics of samples obtained in the two cases are very similar, and indicates that the enhanced memory isolation mechanism performs well in blocking cache-based information leakage.

7 RELATED WORK
Native systems. In the multi-core system, cache interference is a well-known problem, and there are a lot of research efforts focused on its performance improvement. One method is software-based cache partitioning [25], [30], [31], [32], where the cache is partitioned by operating systems using page coloring for workloads, in order to isolate those workloads that are cache-unfriendly to each other. The other method is contention-aware CPU scheduling [33], [34], in which the scheduler tries to predict to what extent threads may hurt each other’s performance, and determines whether threads should be clustered or spread across chips. Different from the non-virtualization system, the semantic
gap [14] exists in the virtualized system, and the VMM lacks information of processes or threads in the guest operating systems. As a result, these methods cannot be applied directly to virtual machine systems. In this paper, we propose the TSAC framework to enforce isolation between VMs in a CVG. In a cloud system, a VM is usually dedicated to executing a specific application, so that system administrators could classify VMs to the different CVGs through related research efforts [23].

Enforcing isolation. There are some research efforts related to reinforce system isolation in the virtualized environment. To guarantee the isolation of resource sharing between VMs, sHype [35] is proposed to control the information flow between VMs. The main components in sHype are an enforcement hook and an access control module in the hypervisor, which determine whether two VMs can co-reside on a physical machine or two VMs can communicate with each other by sharing memory pages. sHype is focused on sharing inter-VM resources instead of lower-level physical resources such as cache, and its isolation rule is helpless to inhibit cache-based attacks. An analytical model is developed and implemented for sharing policies in the virtualized system [36].

Further, an enforcement method [37] is presented for performance isolation in the virtualized system, where XenMon measures resource consumption, and the SEDF-DC scheduler performs CPU allocation among VMs according to feedback from XenMon, and ShareGuard limits the total amount of resources consumed by VMs based on the specified limits. Differing from our work, the cache issue is not considered in this method, and the resource consumption is dependent on events such as VCPU migration at some control points in the VMM. Another related work is [38], which focuses on fine-grained isolation between VMs. In this work, resource allocation for satisfying various QoS and isolation SLA constraints in the cloud infrastructure is reduced to a constraint satisfaction problem. The resource allocation of a VM is static like the function \texttt{xm vcpu-pin}. Our previous work [39] also gives a static method, and a shared physical resource works for at most one VM in each CVG all the time as in the original Chinese Wall policy. Besides, processor and memory page are considered as subjects in the access control policy. In contrast, we adopt TSAC to dynamically prevent caches from being shared by adverse VMs, in order to maintain the efficiency of multiplexing hardware resources while improving the system isolation. Moreover, PCPU-sets and page colors are refined as subjects in the policy.

Attacks based on virtualization. Some kinds of attacks on VMs in a cloud are discussed in [15]. The authors argue that fundamental risks arise from sharing physical infrastructure between mutually distrustful users in the virtualized system, and believe that for security two adverse VMs from different users have to be populated on different physical machines. In this paper, for cache-unfriendly operations, we relax the restriction of avoiding co-residence of adverse VMs on a physical machine, and propose TSAC to eliminate the means of cache-unfriendly operations in the virtualized system, while keeping the performance.

Besides, in default virtualized systems, performance interference [18] is generated using a malicious VM, that is, when the malicious VM exhausts one type of hardware resources, it will bring performance interference to another type of resources. An access-driven side-channel attack is
presented in [40], in which a malicious VM extracts fine-grained information from a victim VM co-running on the same machine. TSAC is helpful to defend against those kinds of attacks. In addition, Home Alone [41] is a system that lets a cloud tenant verify its VMs’ exclusive use of a physical machine in the cloud platform. In addition, virtualization may also be utilized to implement virtualization based malwares, and a typical work is SubVirt [42].

Enforcing security by leveraging virtualization. There are also some research efforts, in which virtualization is utilized to enforce the system security. Based on the property of isolation supported by virtualization, we can utilize the trusted VM to monitor the status of guest VMs. One kind is out-of-VM monitoring [43], in which the monitoring mechanism is implemented out of the monitored VMs. The other kind is in-VM monitoring [44], and the hardware virtualization technology is adopted to guarantee the security application, whereas the hardware virtualization technology is not needed in our previous work [45]. Virtualization could also be applied to enhance the isolation of web applications [46] and consumer electronics devices [47].

Performance optimization. As a new computing infrastructure, there are some research efforts related to the performance analysis and optimization of the cloud platform. The cache as a service (CaaS) [48] is presented as an optional service to typical infrastructure service offerings. That is, a large pool of memory are set a sided by the cloud provider, in order to be dynamically partitioned and allocated to standard infrastructure services as disk cache. A novel approximate analytical model [49] is presented for performance evaluation of cloud server farms, which is based on an approximate Markov chain model. DawningCloud [50] is designed and implemented to demonstrate that small-to-medium scale scientific communities can benefit from the economies of scale. As an important testbed for cloud computing research, Open Cirrus [51] offers a cloud stack, which consists of physical and virtual machines, and global services.

8 CONCLUSION

Virtualization is widely regarded as an important technology for cloud computing, and it can be adopted to customize a variety of VMs on demand. Isolation is considered as an important feature of virtualization, however, in this paper, we show that two kinds of isolation problems exist in the virtualized multi-core system. Consequently, we present TSAC for allocating resources in the VMM, in order to dynamically avoid having two VMs with the cache-unfriendly operation share physical resources. Enhanced isolation for two kinds of physical resources (PCPU-set and page color) is designed and implemented according to TSAC. Our evaluation of the implemented prototype based on Xen demonstrates its practicality and effectiveness. Actually, more contention on physical resources can be considered in the virtualized multi-core system, and enhanced isolation for those physical resources could be easily implemented according to TSAC.
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